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### 13.1 Overview

In order to assess the psychometric properties of the TIMSS 1999 achievement items before proceeding with item response theory (IRT) scaling, ${ }^{1}$ TIMSS computed a series of diagnostic statistics for each item in each country. As part of the TIMSS quality assurance process, these statistics were carefully checked for any evidence of unusual item behavior. If an item was uncharacteristically easy or difficult for a particular country, or had unusually low discriminating power, this sometimes suggested a translation or printing problem. On the relatively few occasions that such items were found, the test booklets were examined for flaws, and where necessary the national research coordinator was consulted. Any item that was discovered to have a flaw in a particular country was removed from the database for that country.

### 13.2 Statistics for Item Analysis

The basic statistics for the item review were calculated at the IEA Data Processing Center and summarized in graphical form for review at the International Study Center. Item statistics were computed for each of the 38 TIMSS 1999 countries, and where countries tested in more than one languages, for each of the languages tested. For each item, the basic item-analysis display presents the number of students that responded in each country, the difficulty level (the percentage of students that answered the item correctly), and the discrimination index (the point-biserial correlation between success on the item and a total score). ${ }^{2}$ For multiple-choice items (see Exhibit 13.1 for an example), the display presents the percentage of students that chose each option, including the percentage that omitted or did not reach the item, and the point-biserial correlation between each option and the total score. For free-response items (which could have more than one score level - see Exhibit 13.2 for an example), the display
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1. The TIMSS 1999 IRT scaling is described in Chapter 14 .
2. For the purpose of computing the discrimination index, the total score was the per-
centage of items a student answered correctly.
presents the difficulty and discrimination of each score level. As a prelude to the main IRT scaling, it shows some statistics from a preliminary Rasch analysis, including the Rasch item difficulty for each item and the standard error of this difficulty estimate.

The item-analysis display presents the difficulty level of each item separately for male and female students. As a guide to the overall statistical properties of the item, it also shows the international item difficulty (the mean of the item difficulties across countries) and the international item discrimination (the mean of the item discriminations).

Exhibit 13.1 International Item Statistics for a Multiple-Choice Item


Exhibit 13.2 International Item Statistics for a Free-Response Item
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Exhibits 13.1 and 13.2 contained the statistics described below.
$\mathbf{N}$ : This is the number of students to whom the item was administered. If an item was not reached by a student it was considered to be not administered for the purpose of the item analysis. ${ }^{3}$

Diff: The item difficulty was the percentage of students that provided a fully correct response to the item. In the case of freeresponse items worth more than one point this was the percentage of students achieving the maximum score on the item. When computing this statistic, not reached items were treated as not administered.

Disc: The item discrimination was computed as the correlation between correctly answering the item and total score on all of the items in the subject area in the test booklet. ${ }^{4}$ This correlation should be moderately positive for items with good measurement properties.

PCT_A, PCT_B, PCT_C, PCT_D and PCT_E: Used for multiplechoice items only (Exhibit 13.1), these represent the percentage of students choosing each response option for the item. Not reached items were excluded from the denominator for these calculations.

PCT_0, PCT_1, PCT_2 and PCT_3: Used for open-ended items only (Exhibit 13.2), these are the percentage of students scoring at each score level for the item. Not reached items were excluded from the denominator for these calculations.

PCT_IN: Used for multiple-choice items only, this was the percentage of students that provided an invalid response to a multi-ple-choice item. Invalid responses were generally the result of choosing more than one response option.

PCT_OM: This is the percentage of students that did not provide a response to the item even though the item was administered and they had reached it. Not reached items were excluded from the denominator when calculating this statistic.

[^0]PCT_NR: This is the percentage of student that did not reach the item. An item was coded as not reached when there was no evidence of a response to any of the items following it in the booklet and the response to the item preceding it was omitted.

PB_A, PB_B, PB_C, PB_D and PB_E: Used for multiple-choice items only, these present the correlation between choosing each of the response options A, B, C, D, or E and the score on the test booklet. Items with good psychometric properties have zero or negative correlations for the distracter options (the incorrect options) and moderately positive correlations for the correct answer.

PB_0, PB_1, PB_2 and PB_3: Used for free-response items only, these present the correlation between the score levels on the item $(0,1,2$, or 3$)$ and the score on the test booklet. For items with good measurement properties the correlation coefficients should change from negative to positive as the score on the item increases.

PB_OM: This is the correlation between a binary variable - indicating an omitted response to the item - and the score on the test booklet. This correlation should be negative or near zero.

PB_IN: Used for multiple-choice items only, this presents the correlation between an invalid response to the item (usually caused by selecting more than one response option) and the score on the test booklet. This correlation also should be negative or near zero.

RDIFF: This is an estimate of the difficulty item based on a Rasch one-parameter IRT model. The difficulty of the item is expressed in the logit metric (with a positive logit indicating a difficult item) and was scaled so that the average Rasch item difficulty was zero within each country.

Reliability - Cases: It was expected that the free-response items in approximately one-quarter of the test booklets would be scored by two independent scorers. This column indicates the number of times each item was double scored in a country.

Reliability - Score: This column contains the percentage of times the two independent scorers agreed on the score level for the item.

Reliability - Code: This column contains the percentage of times the two scorers agreed on the two-digit code (score and diagnostic code) for the item.
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As an aid to reviewers, the item-analysis display includes a series of "flags" signaling the presence of one or more conditions that might indicate a problem with an item. The following conditions are flagged:

- Item difficulty exceeds $95 \%$ in the sample as a whole
- Item difficulty is less than $25 \%$ for 4 -option multiple-choice items in the sample as a whole ( $20 \%$ for 5 -option items)
- Item difficulty exceeds $95 \%$ or is less than $25 \%$ ( $20 \%$ for 5 option items)
- One or more of the distracter percentages is less than $5 \%$
- One or more of the distracter percentages is greater than the percentage for the correct answer
- Point-biserial correlation for one or more of the distracters exceeds zero
- Item discrimination (i.e., the point-biserial for the correct answer) is less than 0.2
- Item discrimination does not increase with each score level (for an item with more than one score level)
- Rasch goodness-of-fit index is less than 0.88 or greater than 1.12
- Difficulty levels on the item differ significantly for males and females
- Difference in item difficulty levels between males and females diverge significantly from the average difference between males and females across all the items making up the total score
Although not all of these conditions necessarily indicate a problem, the flags are a useful way to draw attention to potential sources of concern. The IEA Data Processing Center also produce information about the inter-rater agreement for the freeresponse items.


### 13.2.1 Item-by-Country Interaction

Although there is room for variation across items, in general countries with high average performance on the achievement tests as a whole should perform relatively well on each of the items, and low-scoring countries should do less well on each of items. When this does not occur, i.e., when a high-scoring country has low performance on an item on which other countries are
doing well, there is said to be an item-by-country interaction. Since large item-by-country interactions can indicate an item that is flawed in some way, the item review also included this aspect of item performance.

Exhibit 13.3 Example Item-by-Country Interaction Display


To help examine item-by-country interactions, the International Study Center produced a graphical display for each item showing the average probability across all countries of a correct response for a student of average international proficiency, compared with the probability of a correct response by a student of average proficiency in each country (see Exhibit 13.3 for an example). The probability for each country is presented as a $95 \%$ confidence interval, which includes a built-in Bonferroni correction for multiple comparisons.

The limits for the confidence interval are computed as follows:

$$
\begin{aligned}
& \text { UpperLimit }=\left(1-\frac{e^{R D I F F_{i k}+S E_{\text {RDIFF }_{i k}} \times Z_{b}}}{1+e^{R D I F F_{i k}+S E_{\text {RDIFF }_{i k}} \times Z_{b}}}\right) \\
& \text { LowerLimit }=\left(1-\frac{e^{R D I F F_{i k}-S E_{\text {RDIFF }_{i k}} \times Z_{b}}}{1+e^{R D I F F_{i k}-S E_{\text {RDIFF }_{i k}} \times Z_{b}}}\right)
\end{aligned}
$$

where RDIFF $_{i k}$ is the Rasch difficulty of item $k$ within country $i ; \mathrm{SE}_{R-}$ DIFFik $^{\text {is }}$ the standard error of the difficulty of item $k$ in country $i$; and $Z_{b}$ is the critical value from the $Z$ distribution, corrected for multiple comparisons using the Bonferroni procedure.

### 13.3 Item Checking Procedures

Prior to the IRT scaling of the TIMSS 1999 achievement data by Educational Testing Service, the International Study Center thoroughly reviewed the item statistics for all participating countries to ensure that items were performing comparably across countries. Although only a small number of items were found to be inappropriate for international comparisons, throughout the series of item-checking steps a number of reasons were discovered for differences in items across countries. Most of these were inadvertent changes in the items during printing, such as omitting an item option or misprinting the graphics associated with an item. Differences attributable to translation problems, however, were found for an item or two in several countries.

In particular, items with the following problems were considered for possible deletion from the international database:

- Errors were detected during translation verification but were not corrected before test administration
- Data cleaning revealed more or fewer options than in the original version of the item
- The item-analysis information showed the item to have a negative biserial
- The item-by-country interaction results showed a very large negative interaction for a given country
- The item-fit statistic indicated that the item did not fit the model
- For free-response items, the within-country scoring reliability data showed an agreement of less than $70 \%$ for the score level. Also, performance in items with more than one score level was not ordered by score, or correct levels were associated with negative point-biserials.

When the item statistics indicated a problem with an item, the documentation from the translation verification ${ }^{5}$ was used as an aid in checking the test booklets and contacting National Research Coordinators (NRCs). If a problem could be detected by the International Study Center (such as a negative point-biserial for a correct answer or too few options for the multiple-choice questions), the item was deleted from the international scaling. If there was a question about potential translation or cultural issues, however, then the NRC was consulted before deciding how the item should be treated. Appendix D provides a list of deleted items as well as a list of recodes made to free-response item codes.
13.4 Summary Considering that the checking involved more than 300 items for 38 countries (almost 12,000 item-country combinations), very few deviations from the international format were found. Appendix D summarizes the changes that were made to items in the international database before beginning the 1999 IRT scaling.

[^1]
[^0]:    
    3. In TIMSS, for the purposes of item analysis and item parameter estimation in scaling, items not reached by a student were treated as if they had not been administered. For purposes of estimating student proficiency, however, not reached items were treated as incorrectly answered.
    4. For free-response items, the discrimination is the correlation between the number of score points and total score.

[^1]:    000
    5. See Chapter 5 for a description of the translation and verification of the TIMSS datacollection instruments.

